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In this work we present a finite difference scheme to compute steady state solutions of the
regularized 13 moment (R13) equations of rarefied gas dynamics. The scheme allows fast
solutions for 2D and 3D boundary value problems (BVPs) with velocity slip and tempera-
ture jump boundary conditions. The scheme is applied to the lid driven cavity problem for
Knudsen numbers up to 0.7. The results compare well with those obtained from more
costly solvers for rarefied gas dynamics, such as the Integro Moment Method (IMM) and
the Direct Simulation Monte Carlo (DSMC) method. The R13 equations yield better results
than the classical Navier–Stokes–Fourier equations for this boundary value problem, since
they give an approximate description of Knudsen boundary layers at moderate Knudsen
numbers. The R13 based numerical solutions are computationally economical and may
be considered as a reliable alternative mathematical model for complex industrial
problems at moderate Knudsen numbers.

� 2012 Elsevier Inc. All rights reserved.
1. Introduction

Miniaturization of devices has become an important focus of interest over the past few decades due to the tremendous
industrial, commercial and scientific potential. Many miniaturized devices such as hard disk drive heads, inkjet printheads,
micro heat-exchangers, micro pumps and turbines involve the flow of gas through microchannels as well as heat exchange
and chemical reactions. Processes in such micro-systems are characterized by the Knudsen number (Kn) which is defined as
the ratio of the molecular mean-free path of gas particles to a characteristic length scale of the device.

When the Knudsen number is smaller than Kn � 0:01, the classical Navier–Stokes–Fourier (NSF) equations with
appropriate boundary conditions can be used to describe the process with good accuracy [3,4]. For higher Knudsen numbers,
however, the classical equations fail. Indeed, as the Knudsen number grows, so-called rarefaction effects are observed, e.g.,
velocity slip and temperature jumps at walls, Knudsen boundary layers, heat flux without temperature gradient etc. [3,5].
While jump and slip can be incorporated into the NSF equation by proper boundary conditions, they cannot describe other
rarefaction effects.

Microflows are characterized by small length scales or low pressures, and thus have larger Knudsen numbers [1–3]. Flows
at all Knudsen numbers are well described by the Boltzmann equation, which must be solved by expensive methods such as
Discrete Velocity Schemes [6–11] or the Direct Simulation Monte Carlo Method (DSMC) [12].

The numerical solution of the Boltzmann equation is rather involved, even on modern multi processor computers the
solution might take long. In particular in the so-called transition regime, where the Knudsen number is close to unity,
solutions might take several days [10,11]. Moreover, the DSMC method implies stochastic noise, in particular for microflows
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where the Mach number is very small [13]. Elimination of the noise requires long-time time averages in steady state
problems, and averages over large ensembles in transient problems; this makes the method costly [14]. Recently, Hadjicon-
staninou and co-workers developed a low-noise Monte-Carlo method which greatly reduces the noise and thus leads to a
affordable speed of simulation for linear problems [15–17]. The method relies on consideration of the deviation from an
equilibrium groundstate, and thus is equivalent to the linearized Boltzmann equation.

Higher-order rarefaction effects can also be predicted by extended macroscopic transport equations, which are derived as
approximations to the Boltzmann equation [4]. Classically, extended macroscopic transport equations are derived from the
Boltzmann equation either by the Chapman–Enskog (CE) method, which employs an expansion in the Knudsen number [18],
or by Grad’s moments method, where the distribution function is expressed as a sum of Hermite polynomials [19].

In the CE expansion, the Euler and Navier–Stokes–Fourier equations follow from the zeroth order and first-order expan-
sions, while the second- and third-order expansions lead to the Burnett and super-Burnett equations, respectively [18,20].
The main disadvantages of the classical Burnett and super-Burnett equations is their linear instability in time dependent
problems [21,22] and difficulties with the numerical treatment of high order derivatives in the boundary conditions. In
contrast, Grad’s moment method yields stable equations and simpler boundary conditions, but it is unclear which set of
moments one has to take for a given Knudsen number; moreover, the equations yield discontinuous shock structures for
high Mach numbers due to their hyperbolic nature [23].

Recently, two of the present authors proposed the regularized 13 moment equations (R13), a macroscopic model based on
the asymptotic expansion of the Boltzmann equation [24,39]. The equations are of third order in the Knudsen number, i.e.,
the same level as super-Burnett equations, and for small enough Knudsen numbers (Kn K 0:5) the equations describe all
known rarefaction effects, like Knudsen layers, Knudsen minimum, heat flux without temperature gradient etc., with good
accuracy. The R13 equations were considered first for simple 1D bulk processes, such as stability and sound propagation [24],
shock waves [25], and non-linear flow interaction [26]. Then, after the boundary conditions were developed [38,27,28], the
R13 equations were used to tackle boundary value problems. Among the problems studied in plane geometry so far are
Couette and Poiseuille flow including non-linear analytical solutions [29], transpiration flow [30,31], oscillatory Couette
and pulsating Poiseuille flows [31], and acoustic resonators [32]. In [33] the relation between R13 boundary conditions
and jump and slip boundary conditions for hydrodynamics was clarified. Geometries with curved boundaries considered
so far are cylindrical Couette flow [34], and Poiseuille and transpiration flow in cylindrical pipes [35] as well as in annular
channels [36]. Recently, an exact solution for external flow past a sphere was presented [37].

In all of the cited papers, R13 solutions were compared to solutions of the Boltzmann equation or experiments. For all
geometries, R13 gives a satisfying agreement to exact data for Knudsen numbers up to Kn ’ 0:5, with some variance between
processes. Here one must understand that R13 is an approximation, so that one cannot expect perfect agreement, but must
expect some error. For Kn 6 0:5, the R13 equations reproduce all flow features, including all rarefaction effects, and give
relative errors below 10% [5,31,35]. Moreover, the regularized 13-moment set yields infinite wave speeds, which explain
the smooth shock structures over the whole Mach number range [25].

Our main focus for this article lies in the evaluation of the complex equations and mathematical process in a multi-
dimensional setting. The numerical method is based on finite differences using a straight forward approach. The lid-driven
cavity problem serves as two-dimensional test case. Our results are meant to contribute to the ongoing discussion what
moment model gives the best trade-off between accuracy and efficiency. Similar test cases are considered in [40,42,43] with
variants of the regularized moment method. A discussion and comparison with these results is given in Section 5.6. Only
recently, Xu and co-workers tackled the problem with a unified gas-kinetic scheme, which provides an elegant approach
to the Shakov kinetic equation for a discrete velocity model [44,45]. Other computational methods for the R13 equations,
such as those proposed in [26,38], are a subject for future research.

Below we will introduce, and use, a numerical simulation method for the two dimensional R13 equations which is
computationally economical and provides reliable solutions in good agreement to solutions of the Boltzmann equation.
The proposed finite difference scheme allows efficient solutions for 2D boundary value problems (BVPs) of the R13 equa-
tions. Special care is taken to incorporate the non-standard boundary condition and total mass constraint. For the original
R13 equations, it turns out that the non-linear equations need a higher number of boundary conditions than the linearized
equations [28]. As part of the preparation of the equations for the numerical scheme, we use order of magnitude arguments
to rewrite the non-linear part of the R13 equations such that the third order accuracy is maintained, but linear and non-
linear equations require the same boundary conditions. We shall compare numerical solutions of the driven cavity problem
for rarefied gases based on the R13 equations and the NSF equations with slip-jump boundary conditions to kinetic theory
solutions. It will be seen that the R13 solutions are in good agreement with kinetic theory solvers for Knudsen numbers up to
Kn ’ 0:5, while NSF results are reliable only up to Kn ¼ 0:05.

2. R13 equations

2.1. Bulk equations

The regularized 13-moment equations [24] and their corresponding boundary conditions [28] have been derived, de-
scribed and studied for various cases in [24]-[37]. In this section, we briefly present the nonlinear R13 system for Maxwell
molecules. The first five equations are the conservation laws for mass, momentum, and energy,
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Conservation of mass :
@q
@t
þ @qv i

@xi
¼ 0; ð1aÞ

Conservation of momentum :
@qv i

@t
þ @ pik þ qv ivkð Þ

@xk
¼ qGi; ð1bÞ

Conservation of total energy :
@qe
@t
þ @ qevk þ pikv i þ qkð Þ

@xk
¼ qGiv i; ð1cÞ
where t and xi are temporal and spatial coordinates, respectively. Moreover, q;vk; pik; e;Gi, and qk denote mass density, veloc-
ity, pressure tensor, total energy density, body force, and heat flux, with
pij ¼ pdij þ rij and e ¼ uþ 1
2

v2: ð2Þ
Here, u denotes the internal density, and p and rij are the pressure and stress tensor. Also for ideal monatomic gases, p ¼
qh ¼ qRT and u ¼ 3h

2 hold as the equations of state, where h is the temperature in energy units, R is the gas constant and
T is the thermodynamic temperature.

In the R13 system, heat-flux vector and stress tensor are determined by their balance laws, which read
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For D ¼ Rij ¼ mijk ¼ 0 the above equations reduce to the well-known 13 moment equations of Grad [19]. The R13 equations
result from taking into account the appropriate terms of higher order moment equations as, see [24,4] for details,
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The indices inside angular brackets denote the symmetric trace-free part of tensors [4]. For instance, whenA ijð Þ and A ijkð Þ are
the symmetric parts of the tensors Aij and Aijk, then
Ahiji ¼ A ijð Þ �
1
3

Akkdij;

Ahijki ¼ A ijkð Þ �
1
5

A llkð Þdij þ A lljð Þdik þ A llið Þdjk

� �
:

In (5) we introduced the abbreviations rNSF
ij ; qNSF

i for the Navier–Stokes and Fourier laws, i.e.,
rNSF
ij ¼ �2l

@v hi
@xji

and qNSF
i ¼ �j

@h
@xi

; ð6Þ
where l and j ¼ 15
4 l are the coefficients of viscosity and thermal conductivity, respectively.

2.2. Boundary conditions

Maxwell’s accommodation model [3,4] for the boundary conditions in kinetic theory was used to derive boundary con-
ditions for the R13 system, which link the moments of the gas in front of the wall to the tangential wall velocity vW

s and wall
temperature hW . The details of the construction procedure for the boundary conditions (BCs) for the R13 equations can be
found in [28], the final result reads
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and Vs ¼ vs � vW
s and T ¼ h� hW are slip velocity and temperature jump, respectively. Obviously, all quantities appearing in

the boundary conditions must be evaluated at the wall. Thus, q;v i; h;rij; qi

� �
are the variables at the wall, and

D;Rij;mijk

� �
are the higher moments as given by (5) evaluated at the wall. Moreover, s and n denote the tangential and

normal components of the tensors, where the wall normal is pointing toward the gas. The only parameter occurring in
the boundary conditions is the Maxwell accommodation coefficient v. The accommodation coefficient assumes values
0 6 v 6 1, where v ¼ 1 for full accommodation, i.e., thermalization of gas particles with the wall, and v ¼ 0 for no accom-
modation, i.e., specular reflection of gas particles at the wall.

The macroscopic boundary conditions (7a)–(7f) result from taking moments of a Grad distribution function for 26
moments to describe the gas particles travelling towards the wall, and then computing the particles leaving the wall from
this distribution and the Maxwell interaction kernel, see [28,5] for details. Accordingly, the boundary conditions themselves
are local, since they depend only on the 26 moments q;v i; T;rij; qi;D;Rij;mijk

� �
that describe the gas right at the wall, and on

the local temperature hW and velocity vW
s of the wall. Nonlocality, and thus effects of curvature, enters the boundary

conditions from replacing the higher moments D;Rij;mijk
� �

by their constitutive equations (5) which include gradients and
divergences. For curved surfaces, additional curvature effects, due to the mutual influence between boundary conditions
and the bulk PDE’s needs further investigation which will be considered somewhere else in the future. In [35–37], we have
studied cylindrical flows and flow past a sphere, and the proceedings outlined in these papers show how curvature effects
influence the boundary conditions.

The boundary conditions (7a)–(7c) can also be used to derive first order slip and jump boundary conditions for the
Navier–Stokes–Fourier equations by replacing, rij ¼ rNSF

ij and qi ¼ qNSF
i from Eq. (6), in Eqs. (7a)–(7c) as [33]
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Second order boundary conditions for NSF can also be obtained by combining the R13 boundary conditions and replacing the
stress tensor and heat flux vector using the Burnett equations [33,35], these are presented in Appendix B.

3. Model problem: lid driven cavity

The lid driven cavity is a classical benchmark problem in fluid mechanics, that, in spite of its simple geometry, exhibits
most of the features of more complicated process described by the kinetic equation. Here, we consider a monatomic rarefied
gas contained in a square enclosure with length L, see Fig. 1. The boundaries at x ¼ 0; x ¼ L, and y ¼ 0 are stationary, while
the upper boundary at y ¼ L is in motion with a constant horizontal velocity v lid. All the walls are considered isothermal with
a temperature T0 ¼ 273 K and the lid-velocity was chosen such that v lid=

ffiffiffiffiffiffiffiffi
RT0
p

� 1. The domain is considered as unbounded
in the z-direction and the effects in that direction are neglected.



Fig. 1. Schematic of lid driven cavity.
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For convenience, some results will be presented in a dimensionless form defined as
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xi

L
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rij
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where x and y are the horizontal and vertical axis, respectively, and q0 is the initial density. The corresponding Knudsen
number is given by
Kn ¼ l0

q0

ffiffiffiffiffi
h0
p 1

L
;

where l0 is the viscosity of the gas based on the reference temperature T0.
Sharipov and co-workers solved kinetic equations for this problem for various values of the rarefaction parameter

d ¼
ffiffi
1
2

q
1

Kn [6]. These results will serve us for comparison. DSMC solutions to the problem are presented in [42].
4. Numerical method

We shall present our scheme for 2D steady state problems in rectangular domains. The restriction to cartesian grids is
done for simplicity as a first approach. However, there is no fundamental difficulty that prevents the method to be applied
to more general geometries. For example, curvilinear structured grids could be included by using the local mesh mapping
function and interpolation to discretize the derivatives. The structure of the resulting (non-) linear system would remain
the same. An extension to three dimensions is also possible. However, 3D and more general geometries are left for future
work.

For preparation we write the dimensionless partial differential equations (1)–(5) as a first order system,
A Uð Þ @U
@x
þ B Uð Þ @U

@y
þ 1

Kn
P Uð ÞU ¼ 0: ð11Þ
Here,
U ¼ q vx vy h qx qy rxx rxy ryy Rxx Rxy Ryy mxxx mxyy mxxy myyy D
	 


;

is the vector of field variables, and A Uð Þ and B Uð Þ are the coefficient matrices in x- and y-directions, respectively. The matrix
P Uð Þis the production matrix. Since we only consider steady state flow, @

@t � 0 in Eqs. (1a)–(1c), (2)–(4). The matrices
A Uð Þ;B Uð Þ and P Uð Þare presented in Appendix A.
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4.1. Coherence of boundary conditions

For a boundary-value problem, a suitable set of boundary conditions must be prescribed to avoid the nonexistence or
non-uniqueness of the solution. For any first order system of equations, the required number of boundary conditions is equal
to the number of integration constants obtained through integration with respect to the space variables, x and y.

For convenience let us consider the x-direction only, however, a similar argument will hold for an arbitrary direction. If N
is the dimension of the system (11) and the matrix A Uð Þhas a zero eigenvalue with multiplicity a, then we must describe
N � a boundary conditions [28]. Moreover, the normal convective flux vanishes, i.e., vx ¼ 0, at a point infinitesimally close
to a non-permeable wall, therefore one has to take into account the eigenvalues of the matrix A U : vx ¼ 0ð Þ.

A detailed inspection of the coefficient matrices A Uð Þ and B Uð Þshows that A U : vx ¼ 0ð Þ and B U : vy ¼ 0
� �

possess a zero
eigenvalue with multiplicity a ¼ 3, thus one needs to prescribe 17� 3 ¼ 14 conditions altogether for the x- and y-directions,
respectively.

On the other hand, if a small deviation from equilibrium is considered and the matrixA Uð Þis linearized with respect to the
equilibrium state U0, where
U0 ¼ q0; 0; 0; h0; 0 2 R13
	 


;

then the linearized matrix A U0ð Þhas a zero eigenvalue with multiplicity 5, thus the integrations requires 17� 5 ¼ 12 bound-
ary conditions for each direction. These 12 boundary conditions are precisely Eqs. (7a)–(7f) at x ¼ 0 and x ¼ L, respectively.

Thus, it seems that a different number of boundary conditions is required for the linearized and the fully non-linear equa-
tions. The hypothesis of coherence of boundary conditions [28] states that, ‘‘The transition from a process in the linear regime to
a non-linear process should not change the number of boundary conditions’’. That is, describing a non-linear process with R13
should not require more boundary conditions than in the linear case. To avoid this inconsistency, we reformulate the consti-
tutive relations in Eqs. (5), without altering the third order asymptotic accuracy of the equations. For this, the Navier–Stokes
stress and the Fourier heat flux in the R13 constitutive Eqs. (5) are replaced by the actual stress and heat flux as, see (6),
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This transformation introduces an asymptotic error ofOðKn3Þ in the expressions for D;Rij;mijk: the changed terms appear as a
multiples of stress, rij and heat flux, qi, which both are of first order in Knudsen number,OðKnÞ. Therefore the errorOðKn2Þ in
(12) is multiplied by a first order quantity, which results in a third order error in the constitutive equations. The overall
asymptotic accuracy of the R13 system remains at third order, OðKn3Þ.

Replacing the original constitutive equations (5) by the new equations (13) results in new matricesA Uð Þ and B Uð Þ, which,
as is easy to show, possess a zero eigenvalue with multiplicity a ¼ 5, thus one needs only the 12 boundary conditions (7a)–
(7f), which is the same as the linearized case. The new matrices A Uð Þ and B Uð Þ are presented in Appendix A.

A similar transformation was suggested in [28] where pressure gradients in (5) were replaced by means of the steady
state momentum balance. The transformation shown above has the following advantages: (1) No pressure gradients are re-
placed; consequently, this transformation is justified even in presence of high pressure gradients or strong body forces. (2)
The transformation rule is obtained for the full 3D R13 equations rather then for a simplified geometry as in [28]; therefore
the transformation can be performed for arbitrary geometry and dimensions.

The new transformation, which will be used from now on, gives consistency of boundary conditions such that the linear
and the non-linear R13 equations require the same boundary conditions. For higher order models such as R20, R26 [40,41]
this approach can be generalized.

4.2. Finite difference approximation

We discretize the spatial domain using N�M grid points as xi ¼ iDx and xj ¼ jDy, where i ¼ 0;N þ 1 and j ¼ 0;M þ 1 are
the boundary nodes. Using this discretization, Eq. (11) assumes the form
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where Ui;j ¼ Uðxi; yjÞ;Ai;j ¼ A Ui;j
� �

etc.
The boundary conditions (7a)–(7f) are incorporated in matrix form, and linear extrapolation is used for boundary nodes to

obtain
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for x – walls (wall normal pointing in the x direction) and y – walls (wall normal pointing in the y direction), respectively.
Here, the matrix X1j(or Y1j), is the corresponding coefficient matrix of field variables U in Eqs. (7a)–(7f) for x – walls (or y –

walls), and the vector Xd
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to the appendix A for the explicit expressions for X�1;j. The superscripts ’’ +’’ and ’’-’’, denote the positive and negative direc-

tions of the wall normal, i.e., nx ¼ �1 ðor ny ¼ �1Þ, respectively. In the boundary matrices, X�1;j, only the rows for the variables
vx qx rxy Rxy mxxx mxyyf g give boundary conditions, while the other rows give identities.

By replacing the derivatives in Eq. (14) using a central difference scheme we get
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Combining Eq. (17) with Eq. (15a), we obtain the equation for the left wall (i ¼ 1)
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Dx
A1;jXþ1;j

� �
U1;j þ

1
2Dx
A1;j I þ Xþ1j

� �
U2;j þ B1;j

U1;jþ1

2Dy
� B1;j

U1;j�1

2Dy
¼ 1

2Dx
A1;jXþd

1j 8j 2 2;M � 1½ �: ð18Þ
Correspondingly, for the right wall (i ¼ N) we combine the Eq. (17) with Eq. (15b), to get

1

Kn
PN;j þ

1
Dx
AN;jX�N;j

� �
UN;j �

1
2Dx
AN;j I þ X�N;j

� �
UN�1;j þ BN;j

UN;jþ1

2Dy
� BN;j

UN;j�1

2Dy
¼ � 1

2Dx
AN;jX�d

N;j 8j 2 2;M � 1½ �: ð19Þ
A similar treatment is used for the lower ðj ¼ 0Þ and the upper wall ðj ¼ MÞ. In the same manner, corners are dealt with, for
example for the lower-left corner (i ¼ 1; j ¼ 1) we have
1
Kn

P11 �
1
Dx
A11Xþ11 �

1
Dy
B11Yþ11

� �
U1;1 þ

1
2Dx
A11 I þ Xþ11

� �
U2;1 þ

1
2Dy
B11 I þ Yþ11

� �
U1;2

¼ 1
2Dx
A11Xþd

11 þ
1

2Dy
B11Yþd

11 : ð20Þ
Combining all discrete values into the vector X ¼ Ui;j
� �

ði;jÞ2½1;N��½1;M� we can write the above equations in compact matrix form,

M Xð ÞX ¼ bðXÞ: ð21Þ
4.3. Non-local boundary condition

During the process the total mass inside the cavity is conserved, which gives one additional non-local-boundary
condition,
Z L

x¼0

Z L

y¼0
. x; yð Þdxdy ¼ M0: ð22Þ
Problems involving non-local boundary conditions have been studied in many papers, such as [46,47]. Here, we present an
alternative approach.

Eq. (21) is nonlinear in the discretized variable vector X and therefore an iterative scheme must be used to solve it. To
ensure the total mass constraint (22) at each iteration, the following strategy is proposed:

A detailed inspection of the matrixM Xð Þshows that it has a unique (8X) right null space of one dimension, spanned by XR,
i.e., M Xð ÞXR ¼ 0. Existence of a null space implies that if Xp is some particular solution of Eq. (21), so is Xpþ aXR 8a 2 R.

Computation (using Mathematica) of the null vector XR shows that it has non-zero elements only for the local densities
qi;j. Therefore, the density q can only be computed up to a constant a, which needs to be determined using the total mass
constraint, given by Eq. (22).

The total mass constraint can be written in discrete form using the trapezoidal rule as
XN:M
r¼1

wrXr ¼ M0; ð23Þ
where wr are the corresponding weight functions. Eq. (23) allows to recast the system (21) as
fM Xð ÞeX ¼ ~bðXÞ ð24Þ
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where
fM Xð Þ ¼
0 wT

XL M Xð Þ

" #
; eX ¼ a

X

" #
; ~bðXÞ ¼

M0

bðXÞ

" #
: ð25Þ
and XLis the left null space of the matrix M Xð Þ.
It is obvious from the first row of the system (24) that any solution of (24) also satisfies the total mass constraint given by

Eq. (23).
The following discussion will lead to the understanding of the second row. Let us assume that the system (21) has at least

one solution. Then for all solutions X
XL
bðXÞ ¼ 0; ð26Þ
and any solution of (24) will also be a solution of (21) as will be shown now.
The second block of the system (24) reads
aXL þM Xð ÞX ¼ bðXÞ; ð27Þ
multiplication with the left null vector XL gives
aXL 	 XL þ XL 	M Xð ÞX ¼ XL
bðXÞ: ð28Þ
Since XL is a null vector of M this reduces to
aXL 	 XL ¼ XL
bðXÞ;
and with the solvability condition (26) and XL 	 XL – 0, we find a ¼ 0, and thus (27) reduces to (21).
The non-linear system Eq. (24) is solved for eX ¼ a;Xð Þby fixed point iterative scheme, where in each iteration the linear

system of equations is solved using an iterative solver. The quasi minimal residual (QMR) iterative scheme was chosen for
this paper due to the robustness of the method [48]. As a starting value for the iteration, a global equilibrium state is used.
Therefore, the linear R13 (or NSF) equations are solved in the first iteration.

4.4. Algorithm

The solution of the system (24) is done iteratively in the following steps:


 Step 1:
The values of the variables at all grid points are initialized as a global equilibrium state at rest, with global density
q0 ¼ p0=h0 and global temperature h0; initially the values of all other fields are zero, thus
	 

Xð0Þi;j ¼ Uð0Þi;j ¼ q0 0 0 h0 0 2 R13 :

 Step 2:
Eq. (24) is solved with the iterative solver QMR [48], which solves fM XðkÞ

� �eX ðkþ1Þ ¼ ~bðXðkÞÞ for eX ðkþ1Þ.

 Step 3:

If Xkþ1 � Xk
 

1
6 � holds, the computation is stopped, else Step 2 is done again. We used e ¼ 10�6 [� OðDx3;Dx3Þ].

The discretization in the computational domain has been progressively refined to ensure the grid independence of
the results.

4.5. Empirical order of convergence

The numerical error of the approximate solution can be estimated using the empirical order of convergence. An L1-norm
is used to calculate the error, defined as
jjð.Exact � .NumÞjj1 ¼ DxDy
XN

i¼1

XM

j¼1

j.Exact
ij � .Num

ij j; ð29Þ
where the exact solution is approximated on a very refined mesh with 500�500 cells. Fig. 2(a) shows the log10-log10 plots of
the error estimates for dimensionless velocity with respect to the mesh size N, for Knudsen numbers
Kn ¼ 0:5 ðgreencurvesÞ;0:1ðbluecurvesÞ and 0:05 ðredcurvesÞ. These results were computed for the driven cavity with
Vlid ¼ 50m=s on the a computational domain 0;1½ � � 0;1½ �. Fig. 2(a) shows an approximately second order convergence at
all Knudsen numbers.

For determining an appropriate mesh configuration a grid independence test is conducted as well, where different
meshes of size Ni ¼ 40;50;75;100;200;400 are tested. Relative percentage changes in dimensionless velocity
(v̂x ¼ vx=v lid) along the moving wall was monitored as the grid was refined successively. The results are plotted in
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Fig. 2. (a) Empirical order convergence for velocity vx , and (b) mesh dependence of the numerical solution for vx along the lid, for Knudsen numbers
Kn ¼ 0:5ðgreencurvesÞ;0:1ðbluecurvesÞand0:05ðredcurvesÞ.
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Fig. 2(b), for Knudsen numbers Kn ¼ 0:5, 0.1 and 0.05. It is evident from Fig. 2(b) that the relative percentage change in
dimensionless velocity between two successive grid sizes is less then 1% as the grid is refined beyond 75� 75.

With our un-optimized Matlab code used on a standard PC with a 75� 75 grid, the solution of the non-linear R13 equa-
tions requires about 15 min, while the solution based upon the DSMC method takes days for a similar problem.
5. Results and discussion

In this section, numerical solutions for the 2D driven cavity are presented for the R13 equations and the Navier–
Stokes–Fourier equations with first and second order boundary conditions, and compared with exact kinetic theory compu-
tations based on DSMC [42,40] and IMM [6].

5.1. One-dimensional profiles

The left and right parts of Fig. 3 show the profiles of the dimensionless vertical component of the velocity, vy

v lid
, along the

vertical centerline of the cavity, and the dimensionless horizontal component of the velocity, vx
v lid

, along the horizontal line
crossing the centre of the vortex, respectively, at different values of the Knudsen number Kn. For small Knudsen numbers
(1st and 2nd rows of Fig. 3) all models (NSF with 1st and 2nd order BCs, R13) exhibit a good agreement with DSMC.

For the larger Knudsen number Kn ¼ 0:4, the results are shown in the third row of Fig. 3. The NSF equations with first and
second order boundary conditions have lost their validity completely, as they fail not only to describe the slip and the Knud-
sen layer at the wall, but also cannot match the velocity in the bulk. The R13 equations, on the other hand, reproduce the
velocity profiles in the bulk with rather good accuracy. Near the wall, where Knudsen layers dominate the flow, we observe
some discrepancy which is due to the R13 equations’ insufficient solution of the Knudsen layer [33], see below.

In Fig. 4 we comparethe temperature profile along a vertical plane crossing the center of the cavity, for Kn ¼ 0:08 and
0:4.Due to the relatively low lid velocity frictional heating is rather weak, so that the temperature deviates only slightly from
the wall temperature of 273 K. In this case NSF with 1st order boundary conditions does well for the smaller Knudsen num-
ber, but for the larger value it underpredicts the temperature near the moving wall. NSF with 2nd order boundary conditions
substantially overpredicts the temperature in both cases.

The R13 equations, on the other hand, predict the thermal behavior of the flow with reasonable accuracy for both Knud-
sen numbers.

5.2. Knudsen layers

A detailed examination of a simple kinetic equation [49] has shown that in extended moment equations the Knudsen layer
appears as a superposition of several exponential layers with different spatial decay; the decay coefficients are eigenvalues of
a coefficient matrix that follows from the bulk equations. Moment methods with few moments have only few layers for the
superposition, and thus cannot match the details of the Knudsen layers. The results indicate that boundary jumps compensate
for the lack of accuracy of the Knudsen layers such that the bulk flow is described well. This, indeed is what we observe in
Fig. 3, where the R13 wall slip and Knudsen layer both differ from the exact solution, but the bulk result is met closely.

In [41] Gu and Emerson have computed Poiseuille flow with the R13 and R26 equations, where the latter, since they have
more moments, have additional contributions to the Knudsen layers. These additional layers lead to improvement over the
R13 equations for Knudsen layer dominated problems, in particular when the Knudsen number becomes so large that the
Knudsen layer extends over the complete flow domain, from wall to wall. In extension to the observation in [49,41] it is ex-
pected that higher moment methods such as R20 [40] or R26 will be able to describe the flow properties more accurately. We



Fig. 4. Comparison of the temperature profile along a vertical plane crossing the center of the cavity.

Fig. 3. Profiles of the y-component of the velocity, vy/v lid , (left) on a horizontal plane crossing the center of the main vortex and the profiles of the x-component of
the velocity vx/v lid, (right) on a vertical plane crossing the center of the cavity, for various values of Kn and for v lid ¼ 50m=s.
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emphasize that all elements of the method, from the derivation of equations and boundary conditions, to the reconditioning
of the equations and the numerical method is accessible to higher moment numbers.

As an indicator for this, we have added our own calculations for the R20 equations into Fig. 3. We implemented the R20
equations as given in [40] together with the proper boundary conditions into our numerical scheme. As can be seen, the
addition of more moments leads to a better description of the velocity profile close to the wall – we attribute this to the
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additional Knudsen layer contribution in the sense of [49] that is present in the R20 equations. Detailed examinations of
higher order moment equations is outside the scope of this paper.

Interestingly, for the 2D Navier–Stokes–Fourier case, when we use second order jump and slip conditions, the discrepancy
to the exact solution is larger than for first order boundary conditions. This stands in contrast to the simulation of Poiseuille
flows where the second order velocity slip boundary conditions yield marked improvement over the first order conditions, in
particular the prediction of the Knudsen minimum, and the overall flow rate [33]. This behavior of NSF with 2nd order
boundary conditions is consistent with the findings of [50,37], where it is shown that these boundary conditions are not nec-
essarily useful in more general situations.

5.3. Global flow properties

Most often, one will not be interested in the very details of a process, but in some meaningful global flow properties. For
the driven cavity, these are the mean dimensionless shear stress on the moving wall, D, and the dimensionless flow rate of
the main vortex, G, defined as [6]
Table 1
Dimens

Kn

0:01
0:07
0:14
0:35
0:70
D ¼
Z 1

0

rij

p0
ðx;1Þdx; and G ¼

Z 1

0

vxð1=2; yÞj j
v lid

dy: ð30Þ
Results of R13 and NSF models together with the IMM data of Sharipov et al. [6] are presented in Tables 1 and 2 for D and G,
respectively, with different values of the rarefaction parameter d ¼

ffiffi
1
2

q
1

Kn.
We could not find DSMC and IMM results for Knudsen numbers below 0:07, at rather small Knudsen number Kn ¼ 0:01,

R13 and NSF already show a relative difference of 7%. While lack of an exact solution does not permit us to judge whether
R13 or NSF is more accurate at this small Knudsen number, the results for higher Knudsen numbers indicate the advantage
is for R13: As the Knudsen number grows, NSF and R13 results differ more and more, where R13 agrees well with the exact
solution (IMM) for Knudsen numbers up to 0.5, while NSF already has an error of more than 19% at Kn ¼ 0:07. This behavior is
a reflection of the order of the respective equations. NSF with slip and jump boundary conditions is of first order in the Knud-
sen number, and cannot be expected to give reliable results above Kn ¼ 0:05. R13, on the other hand is of third order in Kn, and
should give meaningful results up to Kn ’

ffiffiffiffiffiffiffiffiffiffi
0:053
p

¼ 0:38. For Kn ¼ 0:707, R13 gives an error of less then 10%, while NSF with
first and second order boundary conditions give an error of almost 50% and 60%, respectively. Clearly, both theories are out-
side their range of validity, but R13 still gives a reasonable estimate that should have value as an engineering approximation.

5.4. Field plots

Finally, Figs. 5 and 6 shows flow details for Kn ¼ 0:08. Results computed with DSMC [42], R13, and NSF with first and sec-
ond order boundary conditions are compared. Fig. 5 shows velocity streamlines superimposed on viscous shear stress con-
tours. While the differences between the simulations are not marked, one can nevertheless see differences in the details.
DSMC (Fig. 5(a)) and R13 (Fig. 5(b)) show relatively similar stress contours, which differ from the NSF contours (Fig. 5(c,
d)). In particular, DSMC and R13 show more uniform stress fields at the upper and lower walls, whereas the NSF solutions
show more variation along these walls.

The most notable difference between DSMC Fig. 6(a) and NSF Fig. 6(c, d), is the reverse direction of the heat flux. In the
NSF results, Fourier’s law forces the heat flux to point from hot to cold, along the negative temperature gradient. In the DSMC
results, the direction is inverted, that is heat is transferred from cold to warm. In a DSMC solution, as in any numerical solu-
tion of the Boltzmann equation, this is an outcome of the simulation which cannot be further analyzed to increase under-
standing of the interaction of flow properties. This is different for the R13 equations, which show the same behavior as
the DSMC results, i.e., a heat flux vector pointing from cold to warm.

5.5. Anti-Fourier heat flux

That this behavior appears from the moment system shows that it is a result of the collective behavior of particles, as
expressed in the few moments (weighted averages of the velocity distribution function) considered. The heat flux is given
by Eq. (3), and the question is which of the many terms lead to the inverted heat flow. We proceed with a discussion of
the equation in terms of the process at hand, in order to isolate the most important terms. The first reduction comes from
the observation that the driving force (the velocity of the lid) is relatively small, which implies that non-linear effects should
ionless shear stress, D on the moving wall vs Knudsen number for R13, NSF with 1st order BCs (NSF1) and 2nd order BCs (NSF2).

d D [6] D (R13) D (NSF1) D (NSF2)

0 70:7 – 0:1585 0:1476 0:1416
1 10 0:415��0:417 0:4271 0:4967 0:4000
1 5 0:502��0:507 0:5084 0:6613 0:4474
4 2 0:580��0:592 0:5644 0:8554 0:3717
7 1 0:620��0:631 0:5722 0:9619 0:2533



Table 2
Dimensionless flow rate, G vs Knudsen number for R13, NSF with 1st order BCs (NSF1) and 2nd order BCs (NSF2).

Kn d G [6] G (R13) G (NSF1) G (NSF2)

0.010 70.7 – 0.1893 0.1878 0.1878
0.071 10 0.143–0.145 0.1428 0.1389 0.1298
0.141 5 0.127–0.128 0.1216 0.1077 0.0860
0.354 2 0.111–0.112 0.1044 0.0653 0.0323
0.707 1 0.104–0.106 0.1003 0.0397 0.0113

(a) (c)

(b) (d)

Fig. 5. Streamlines superimposed on viscous shear stress rxy contours withKn ¼ 0:08, v lid ¼ 50 m=s.
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only play a minor role, and linear terms dominate. That is it suffices to look at the linearization of (3 ), which after use of (5)
assumes the form
h
@rik

@xk
þ 5

2
p
@h
@xi
¼ �2

3
p
l

qi þ
12
5

l
p

h
@2qi

@xk@xk
þ @2qk

@xi@xk

" #
: ð31Þ
As can be seen from the detailed discussion in, e.g., Refs. [24,28,4,33,29], the derivative terms on the right hand side produce
Knudsen layers. The results shown are for a relatively small Knudsen number Kn ¼ 0:08, where the Knudsen layers are re-
stricted to the regions close to the walls. Hence, for the explanation of the inverted heat flux, these terms are not relevant,
and the heat flux in the bulk can be written as
qi ¼ �
15
4

l @h
@xi
� 3

2
l
p

h
@rik

@xk
: ð32Þ



(a) (c)

(b) (d)

Fig. 6. Heat flux superimposed on temperatureh contours withKn ¼ 0:08; v lid ¼ 50m=s.
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Here, the first term is the well-known Fourier contribution to heat flux, which is of first order in the Knudsen number (first
order in viscosity l in dimensional form). The second term is a second order correction for the heat flux, which relates this to
the gradient in stress. When one replaces the stress by means of the Navier–Stokes law (12), one finds terms with the second
derivative of velocity which are well-known from the Burnett equations [20,4]. Close to the lid, the heat flux is mainly in x-
direction, therefore we can have a look at qx, which can be further written as
qx ¼ �
15
4

l @h
@x
� 3

2
l
p

h
@rxx

@x
� 3

2
l
p

h
@rxy

@y
: ð33Þ
In the dimensionless quantities plotted in Figs. 5 and 6, this equation reads, after linearization,
qx ¼ �
15
4

Kn
@h
@x
þ 2

5
@rxx

@x
þ 2

5
@rxy

@y

� �
: ð34Þ
Our results indicate that the term @rxx
@x is significantly smaller than the other two terms. Thus, the sign of qx depends on the

relative size of @h
@x and 2

5
@rxy

@y . Estimates for these gradients can be read directly from the figures: Looking at the top of Fig. 6(a)
we estimate @h

@x ’ 0:021, and looking at the centerline of Fig. 5(a), we estimate @rxy

@y ’ �0:084, and hence 2
5
@rxy

@y ’ �0:034. Thus,
for these flow conditions, the stress gradient dominates, and as a result the heat flux points from cold to warm.
5.6. Comparison to other moment results

The lid-driven cavity problem was first calculated with the regularized 13-moment system as well as the enlarged reg-
ularized 20-moment system by Mizzi in [40] using boundary conditions from [38]. However, the simulation suffered from
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oversubscribed boundary conditions, which led to oscillations for the field quantities at the wall. The problem of the right
number of boundary conditions has been resolved in [28] and also the discussion in present paper.

In [41] the regularized 26-moment equations have been derived as an even more enlarged moment system which is ex-
pected to increase the accuracy further. The driven cavity problem was studied with the R26 equations in [42,43]. The
boundary model for the walls follow the principles of [28], however, the actually numerical implementation is not explained
in detail. In the results the Knudsen layer behavior for velocity is clearly superior to the R13 results presented above. As de-
scribed in Section 5.2 the Knudsen layer of R13 consists of only one mode and the additional modes introduced by R20 or R26
increases the accuracy at the expense of more complex equations.

However, the heat flux pattern shown in [43] deviates clearly from the DSMC data and shows much less accuracy than the
results of R13, even for small Knudsen number, like Kn ¼ 0:1. The reason for this deviation remains unclear. Consequently, it
is too early to conclude which moment model gives ultimately better results. Examination of extended moment systems are
planned for the future.
6. Conclusion

We considered a specific example of a driven cavity flow using R13 equations and compared it with other theories such as
NSF, DSMC and Integro-Moment methods. Following a detailed comparison with the integro-moment [6] and DSMC [42]
methods, it is demonstrated that the R13 equations can be considered as a reliable alternative mathematical model to reduce
the computational cost for complex industrial problems with small Mach number and moderate Knudsen number. In con-
clusion we point out that the R13 equations are an approximation to the Boltzmann equation, so that we cannot expect per-
fect agreement. Nevertheless, the equations exhibit good agreement, which includes the reproduction of all flow features,
including all rarefaction effects, like Knudsen layers and anti-Fourier heat flux, and small relative errors.

In the present paper we also derived a theory of boundary conditions for the regularized 13-moment equations by using
the order of magnitude argument to rewrite the non-linear part of the equations such that the linear and non-linear equa-
tions require the same boundary conditions.
Appendix A. Matrix structure

The original R13 equations (1)–(4 and (5) can be written in the matrix form as
A Uð Þ @U
@x
þ B Uð Þ @U

@y
þ 1

Kn
P Uð ÞU ¼ 0:
Here, matrices A Uð Þ and P Uð Þare given by
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and

The matrix B Uð Þcan be constructed analogous to A Uð Þ, therefore, we will not show it here. The transformed system re-
sults after eliminating the Navier–Stokes stress and the Fourier heat flux by the actual stress and heat flux, as described
in Section 4.1, reduced matrices A Uð Þ and P Uð Þ read.

and
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respectively. Also the boundary conditions, for the wall normal pointing toward x-direction, are being recasted into
U ¼ XðUÞU þ Xd;
with matrices

where, n ¼ v
2�v

ffiffiffiffi
2
ph

q
.

Appendix B. Second order boundary conditions for NSF

We find a second-order jump and slip boundary conditions for NSF by combining the Eqs. (7a)–(7c) and (13) and replac-
ing the stress tensor and heat flux vector using second order contributions given by the Burnett equations [4]. Note that Bur-
nett equations can be obtained from 13 moment equations by CE expansion [4]. Considering the leading linear terms only,
we obtain
vn ¼ 0; ð35aÞ
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rNSF
sn ¼

�v
2� v

ffiffiffiffiffiffi
2
ph

r
PVs þ

1
5

qNSF
s þmð2Þsnn

2
þ 1

5
l2

q
45
16

@2vs

@xk@xk
� 13

4
@2vk
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 ! !
� 1

18
Rð2Þsn

h
; ð35bÞ

qNSF
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2� v

ffiffiffiffiffiffi
2
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2PT � 1
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PV2

s þ
1
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hrNSF
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1
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Dð2Þ þ 13
63

Rð2Þnn

� �
� l2

q
45
16

@2vn

@xk@xk
� 13

4
@2vk

@xk@xn

 !
; ð35cÞ
where the second order corrections, mð2Þijk ;D
ð2Þ and Rð2Þij result from the linear contributions of R13 constitutive relations (5) by

replacing stress rij and heat flux qi with their Navier–Stokes–Fourier expressions,
Dð2Þ ¼ �12
l
q
@qNSF

k

@xk
;Rð2Þij ¼ �

24
5

l
q
@qNSF
hi

@xji
; and mð2Þijk ¼ �2

l
q
@rNSF
hij

@xki
: ð36Þ
It can be seen that the form of (35) is the same as that of Sone’s BC for flat interfaces [3], only that the R13 equations yield
different coefficients then those given by Sone. We point out that the reduction of R13 with BC to jump and slip conditions
for NSF or Burnett is somewhat ad hoc. Note that the larger system (R13) mathematically requires more boundary conditions
then an asymptotic smaller system (NSF or Burnett). In general, it is not straight forward to develop a unique way to reduce
the boundary conditions for the extended system to the smaller system. A detailed analysis of this, which should include
comparison to Sone’s work, is outside the scope of the present article and will be considered somewhere else in the future.
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